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Sample size in clinical and experimental trials
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Investigative clinical-epidemiological or experimen-
tal studies - have the objectives of describing phenomena 
or comparing the behavior of variables in subgroups of a 
population. To accomplish those objectives, the population 
universe is not studied in its entirety, usually because it is 
not accessible or viable, but mainly because it is not neces-
sary, when a representative sample is available for correla-
tions with the target population1,2.

The sample planning of a study determines the numerical 
dimension and also the sampling technique (collection/selec-
tion) of the elements of the study. It is essential in the elabora-
tion of the project, and problems with such planning may com-
promise the final data analysis and interpretation of its results. 
A proper sample planning depends on basic knowledge of the 
study statistics and deep knowledge of the problem under in-
vestigation, in order to combine the statistical significance of 
the tests with the clinical meaning of the results1,3,4.

Most biostatistical tests assume that the study sample 
is probabilistically representative of the population. Some 
samples of convenience, e.g. like choosing consecutive pa-
tients of a specific outpatient clinic, may not properly rep-
resent all the study population. The investigator should be 
alert to possible selection biases resulting from the availabil-
ity of patients in consecutive sampling, because increasing 
sample size would not correct the effect of biased samples. In 
addition, strategies of non-probability stratified sampling, 
by using sample quotas, complex sampling (conglomerates, 
multi-levels), voluntary response, saturation of variables, 

“snowball” type or by using non-randomized methods of 
data collection should be designed, sized and analyzed with 
expert statistical support. This paper discusses the princi-
ples of simple random sample size calculations4. 

The selection of a population fraction that makes up 
the study sample implies the investigator will assume a cer-
tain degree of error for the estimated values of population 
parameters to each variable; such sample error is quantifi-
able, and inversely proportional to the sample size4,5.

In order to describe the population estimate repre-
sented by a quantitative variable (discrete or continuous), 
one should obtain the population standard deviation of that 
variable and determine the significance level of the estimate 
and the maximum tolerable sample error (in units of mean 
value) (Chart 1)2.

In order to describe the population estimate repre-
sented by a qualitative variable (nominal or ordinal), one 
should obtain the population frequency of the variable re-
sults and determine the significance level of the estimate 
and the maximum tolerable sample error (in percentage) 
(Chart 1). When a qualitative variable is not dichotomic,  
sample sizing should be considered for the proportion of 
each category that constitutes the variable4.

When the population standard deviation or frequen-
cies of the variable are unknown, and the literature does 
not present any similar data, a pre-test should be conduct-
ed with 30-40 subjects and the behavior of this subgroup 
should be considered as the population estimate2.
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Chart 1. Formulas for sample sizing to describe quantitative and qualitative variables in a population.

n – sample size; Z
α/2 – critical value for the desired confidence degree, usually: 1.96 (95%); δ – population standard deviation of the variable; E – standard error, usually: ±5% of the proportion of 

cases (absolute precision), or ±5% of the mean value (1.05×mean); N – (finite) population size; p – proportion of favorable results of the variable in the population; q – proportion of unfavorable 
results in the population (q=1-p).

Quantitative variable Qualitative variable

Infinite population

Finite population (<10000)
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In addition, sample sizing formulas assume populations 
of unlimited size. A special situation occurs when limited 
populations (<10000 subjects) are studied, as in these cases, 
each sampled unit represents a significant fraction of the 
finite sample universe. In such cases, these formulas may 
be adjusted using a correction factor for finite populations, 
thereby minimizing the required sample size (Chart 1)2.

Example 1: To describe the measurements of mean ar-
terial pressure from a specific population of patients that 
has never been described before, with tolerable error of 
±5 mmHg, the sample size would have to be based on the 
standard deviation considering the values from this group. 
If a pre-test with 30 patients showed the standard deviation 
of 15 mmHg, the sample size, using the formula presented 
in Chart 1, would be:

n=(1.96×15/5)2=34.6 patients

Example 2: To describe the prevalence of venous insuf-
ficiency of the lower limbs, with tolerable error of ±5%, in 
the population of morbidly obese patients from a specific 
obesity outpatient clinic with 315 patients (630 limbs), the 
sample size calculation could be based on the results ob-
tained by Seidel et al.6, who estimated the proportion of 
69.3% of affected limbs. The sample size calculation for a 
finite population uses the formula presented in Chart 1:

n=[630×0.693×0.307×(1.96)2]/{[(630-1) 
×(0.05)2]+[0.693×0.307×(1.96)2]}=215.5 limbs

The sample size calculation for subgroup comparison 
(hypothesis testing) within a sample depends on the selected 
statistical test, differences between the groups and the inves-
tigator’s tolerance to detecting differences when they do not 
exist (type I error) or failure to detect differences between the 
subgroups when they really exist (type II error). The probabili-
ties associated with errors of types I and II are standardized 
as α and β, and values of 5% (bilateral) and 20% are usually 
adopted, but other values may be used judiciously (Chart 2)1,2.

One strategy that enables to reduce the variability of 
measurements, increasing the comparability between the 
individuals in a sample, and, consequently, reducing the 
sample size required to detect a phenomenon, is pairing (or 
matching) of observations (Chart 2). It can be used when 
the same subject is observed at different moments (longi-
tudinal study) or submitted to measurements in different 
areas of the body, e.g., the comparison of a treatment in the 
right lower limb versus the left lower limb, provided that 
the ethical limits of this comparison are respected. Another 
type of pairing - more elaborated - is the selection of sub-
jects presenting the same characteristics: age, gender, eth-
nical group, social class, among other variables that can 
control the individual variability. In these cases, the mea-
surement is made between pairs, rather than using a direct 
comparison of subgroups1.

Example 3: To compare the flow measurements of two 
limbs of dogs submitted to two different procedures of arte-
rial revascularization, with the minimum tolerable differ-
ence of ±50 mL/min to consider efficient one of the pro-
cedures, a pilot study would have to indicate the standard 
deviation of the differences between flows (e.g.: 60 mL/min). 
The sample size, considering the formula presented in Table 
2, would be: 

n=[(1.96+0.84)×60/50]2=11.3 animals

Example 4: To compare the healing rates of two surgi-
cal procedures, the traditional method resulting in a 70% 
healing rate and the study procedure at least 10% better 
than the conventional system, the minimum sample size 
calculation of a clinical trial should consider the formula 
presented in Chart 2:

n={[(0.7×0.3)+(0.8×0.2)]×(1.96+0.84)2}/(0.7-0.8)2 

= 290.4 patients (each group)

In studies where several variables are important for the 
analysis of the studied outcome, i.e., are not only control or 

Quantitative variable Qualitative variable

Non-paired sample

Paired sample

Chart 2. Formulas for sample sizing to compare two groups according to quantitative and qualitative variables and according to pairing of cases.

n – sample size (for each subgroup); nP – number of pairs; Z
α/2 – value of error α, usually: 1.96 (5%); Z

β
 – value of error β, usually: 0.84 (20%); d – minimum difference between the mean values; 

Sa and Sb – standard deviation of the variable in each group; Sd – standard deviation of the difference between the pairs;  – mean value of the difference between the pairs; p1 and p2 – 
proportion of favorable results in subgroup 1 or 2; q1 and q2 – proportion of unfavorable results in subgroup 1 or 2; pa – proportion of unmatched pairs for group 1; qa – proportion of matched 
pairs for group 1; pd – sum of the proportion of unmatched pairs for the two groups.
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correction variables, it is necessary to calculate the sample 
size to each important variable of the study.

Tests for equivalence, non-inferiority and agreement 
require specific sample sizing methods, different from the 
tests of differences between mean values and proportions 
commonly used. In addition, multivariate analyses, com-
parison of subgroups to different numerical proportions, 
or multiple longitudinal comparisons, also involve higher 
complexity in sample sizing calculation. All these items ex-
ceed the scope of this paper1,5,7-10.

Sample size calculation for trials that involve the esti-
mate of linear correlation between two quantitative vari-
ables is dependent solely on the linear correlation coeffi-
cient (Chart 3).

Example 5: To establish the correlation between the 
measurement of muscle force of quadriceps and the maxi-
mum distance covered by patients with history of intermit-
tent claudication, the sample size calculation could be based 
on the study conducted by Pereira et al.11, which described 
a linear correlation coefficient of 0.87. According to the for-
mula presented in Chart 3:

n= 4+{(1.96+0.84)/[0.5×ln(1+0.87)/(1-0.87)]}2 

 = 8.4 patients

Longitudinal studies (prospective cohorts and clinical 
trials), as they require the patients’ follow-up over long peri-
ods, can be affected by subjects who leave, quit, drop out, die 
or are excluded from the study. The initial sample calculation 
correction is recommended, increasing it at least 30%, in or-
der to overcome such sample losses. Dropout subjects should 
be studied judiciously regarding their reasons for leaving and 
whether they present difference in the study variables in rela-
tion to the other study subjects, to identify factors specifi-
cally linked with the dropouts. When more than 30% of the 
subjects are lost to follow-up, the results of the whole sample 
may be compromised, regardless of the number of cases.

Provided that the conclusions of a study can be general-
ized only to the population under study, it is possible that re-
peating the study in other centers may yield different results, 
reflecting the reality of the other populations. Such results 
may indeed exceed the confidence interval limits for the pri-
marily estimated parameter, not necessarily meaning lack of 

internal validation of either study. This is one of the risks of 
using results from other investigators when sizing the sample 
of a different population. A preliminary analysis of the first 
fraction of cases (pre-test) is strongly recommended, making 
it easier to estimate the sample required to each reality, and 
prevent analytical constraints at the end of the study12.

Whenever the sample size is very small (<30 measure-
ments), the analysis of subgroups is more difficult and 
the performance of statistical trials is compromised. One 
should be, however, careful to prevent sample supersizing, 
which usually occurs when the access to large computer 
databases are available. Increasing the sample reduces the 
confidence intervals of estimates and allows the detection 
of differences between subgroups which, even if statistically 
significant, do not present clinical relevance3,12-14.

At last, there are different formulas for the sample size 
calculation to specific statistical trials besides those pre-
sented here, depending on the mathematical model con-
sidered, which can be easily found in the literature or on 
the Internet1,15,16. There are some free software applications 
in Portuguese, such as intuitive BioEstat, that offer sample 
sizing modules17. However, sample sufficiency should be 
regarded as an important part of a study methodological 
planning, which has be integrated into the elaboration of 
hypothesis, study design, sampling techniques and data 
analysis and interpretation, for a successful investigation.
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